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Abstract—This paper takes a fresh look at the image authentication problem and proposes an alternative framework for personalized authentication based on the hash learning technology. Conventional image authentication methods tend to provide a general authentication framework for all images with the fixed quantization strategy and fixed control parameters determined based on given limited images and attacks. However, they may suffer from more or less misjudgments in practice, not to mention performance degradation when encountering out-of-sample images. Instead of proposing a new feature extraction algorithm, a novel personalized authentication framework which incorporates the distance metric learning technology and supervised quantization strategy to the process of image authentication is proposed in this paper. The tamper detection task is re-formulated as a new supervised manipulation classification problem. For each input image, various content-preserving and content-changing samples are generated automatically firstly. Then, feature representations of all samples can be obtained by existing feature extraction methods. After that, a weighted large margin for manipulation classification (WLMMC) scheme is proposed to learn an effective feature mapping space to improve the classification performance between content-changing samples and content-preserving samples. During the quantization stage, a novel supervised personalized quantization strategy (SPQ), which is motivated by the observation that different attacks have different degrees of influence on feature components, is proposed to learn more compact yet discriminative binary codes for each input image. Effectiveness of the proposed framework can significantly improve the authentication performance over the state-of-the-art techniques while achieve more compact hash codes flexibly as required.
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I. INTRODUCTION

IMAGE hashing is a technique for deriving a content-based compact representation from the input image, which has been widely investigated and proposed as a primitive method to solve problems of image content authentication in recent years [1]–[11]. The main concept behind image authentication is to extract image characteristics of the human perception and use them during the authentication process. In general, the framework of traditional hashing based image authentication techniques can be decomposed into two main procedures, namely, feature extraction and feature quantization. In the feature extraction stage, image features, which are in accordance with the perceptual characteristic of the human visual system, are extracted from the image perceptual content. The feature quantization stage concerns about quantization, compaction and binarization of feature vectors. Image authentication is performed via comparing the hash value of an original image with the hash value of a doubted image. As well known, image hashing is expected to be robust against a wide range of content-preserving operations, while the discriminative capability to content-changing attacks or other different images should be also provided at the same time. Therefore, current trends in hashing based authentication research are headed toward developing a good feature extraction method to achieve robustness, sensitivity and discriminability [2].

Although extensive research efforts have been invested for image authentication and many image hashing algorithms and their variations have been proposed, the state-of-the-art performance is still far from satisfactory.

1) Existing methods are designed to be a general framework with fixed control parameters, which is expected to apply to all images, especially out-of-sample images. To achieve satisfactory overall performance, various control parameters should be carefully selected through extensive experiments carried out on a large number of images collected from custom datasets or public image datasets, such as the UCID image database [12] and ImageNet [13]. However, in theory, those fixed parameters are not the most appropriate for every test image, not to mention out-of-sample images. This inference has also been confirmed by inevitable misjudgments in the experiments of existing hashing based authentication algorithms [4]–[6], [8], [10].

(2) It is sometimes difficult to distinguish between some content-changing samples and content-preserving samples in the original feature space directly, although a variety of well designed feature extraction methods, including hand-crafted methods and deep learning based methods, have been developed in prior works [8], [10], [14]. Therefore, it can be seen from experiments that the overlapping regions between the distance distribution of content-preserving images and content-changing images always exist for every hashing algorithm [10]. Threshold values, which are always introduced
to judge whether the received image is tampered or not, should be carefully considered to reach a desirable balance among robustness, sensitivity, and discriminability through lots of experiments carried out on as many images as possible. However, due to the limited performance of existing feature representations in the original feature space, current methods still suffer from misjudgments according to their reported experimental results [4]–[6], [8], [10], [14]. And, it is definitely still a challenge to develop a satisfactory feature extraction method which can meet a wide range of authentication requirements.

(3) Existing quantization techniques for authenticating images overlook an important fact that different attacks have various degrees of influence on each dimension of feature vectors even obtained by same feature extraction methods [8], [10], [14], [15]. They quantize feature vectors of different image with the same length through a fixed quantization strategy without considering the discrimination distribution of each dimension. However, it is observed that the discriminative ability of each dimension varies from image to image under same or different attacks. Therefore, fixed quantization strategies also make contributions to misjudgments in practice.

A. Motivation

To explore a possible solution to above problems, contrary to previous works which concentrate on designing a general authentication system with fixed quantization strategy and fixed control parameters for all images, this paper argues that it is a feasible choice to adopt a personalized authentication framework for different images. The motivation behind this paper covers two different aspects: distance metric learning for manipulation classification as well as supervised personalized quantization.

(1) Firstly, this paper suggests formulating the tamper detection task as a new supervised manipulation classification problem, and introduces the distance metric learning (DML) technology to enhance the manipulation classification performance of existing feature extraction methods.

Recently, the emergence of DML has opened the door to a new family of methods for many potential scenarios, such as image classification and image retrieval. DML refers to learn a desired distance metric from given training samples, measured by which the samples from the same class are as close as possible, while the samples from different classes are as far as possible [?]. DML algorithms can be categorized as unsupervised, semi-supervised or supervised, according to the availability of supervision information during the distance metric learning process [16]–[18]. Various literature has demonstrated, either theoretically or empirically, that learning a good distance metric can significantly improve the performance of classification, clustering and retrieval tasks in recent years. And, it has been used in various applications such as computer vision, information retrieval and bioinformatics [16], [17], [19]–[22].

However, to the best of our knowledge, few literatures considered potential applications of DML in the field of image authentication. A distance metric learning algorithm for a fingerprinting system was proposed to identify a query content by finding the fingerprint in the database that measures the shortest distance to the query fingerprint [23]. For a given training set consisting of original and distorted fingerprints, a distance metric equivalent to the \( l_p \) norm of the difference between two linearly projected fingerprints was learned by minimizing the false-positive rate for a given false-negative rate.

Therefore, based on existing feature extraction methods, this paper aims to learn a more discriminative metric space and powerful feature representations from all samples attacked by different manipulations of each original image through the DML technology. And, the problems of misjudgments as well as out-of-sample images are expected to be well alleviated by the proposed scheme.

(2) Secondly, this paper dedicates to take advantage of the discriminative ability disparities among dimensions to design a personalized quantization strategy for each image to get more compact hash codes flexibly as required while achieve competitive authentication performance.

Currently, the majority of existing hashing based image authentication methods adopt threshold-based single-bit quantization (SBQ) to binarize each dimension into 0 or 1 [8], [15]. The threshold of a certain projected dimension is usually set as the mean value or the median value of the projected values of this dimension. The hierarchical quantization (HQ) is the first proposed non-SBQ quantization method [24]. Rather than using one bit, HQ employs three thresholds to divide each dimension into four regions and allocates two bits to encode each region. The double-bit quantization (DBQ) is another quantization strategy [25]. It quantizes each projected dimension into double bits with adaptively learned thresholds that divide the real-valued axis into three regions. A variable bit quantization (VBQ) method was proposed for locality sensitive hashing, in which bits are allocated across hyperplanes [26]. Recently, an unsupervised quantization strategy called between-cluster distance-based quantization (BCDQ) was presented to learn binary image fingerprints [14]. BCDQ clusters the samples of each dimension instead of a fixed threshold to generate binary fingerprint codes, and this clustering can preserve more neighborhood structures.

However, in the image authentication scenario, it is observed that the same or different attack has different influence on each dimension of different images. The number of bits allocated to quantize each dimension should depend on the discriminative ability of the data within that dimension. Therefore, this paper investigates a new personalized quantization strategy for each image in which the discrimination information is considered for each dimension.

B. Contributions

The main contributions of this paper are summarized as follows.

(1) First of all, a novel personalized framework, which incorporates the distance metric learning technology and supervised personalized quantization strategy, is proposed to authenticate each image with individualized parameters. The
personalized framework is designed to couple with feature extraction methods of existing works.

(2) Second, a novel distance metric learning algorithm, called weighted large margin for manipulation classification (WLMMC), is proposed to learn an effective feature mapping space for each original image from its training samples, in which its content-preserving samples are expected to be mapped close to it and its content-changing samples are mapped farther apart. The ultimate goal of WLMMC is to improve the classification accuracy of content-preserving and content-changing manipulations by learning a linear transformation matrix.

(3) Third, a novel supervised personalized quantization strategy (SPQ), which fully exploits the discriminative ability of each dimension, is proposed to learn more compact binary codes based on the statistical discrimination distribution of all dimensions.

Compared with traditional hashing based image authentication algorithms as illustrated in Fig.1(a), the differences and advantages of the proposed personalized authentication framework are mainly embodied in the distance metric learning and quantization procedures. The proposed framework dedicates to learn personalized and compact hash codes through learning a distinct metric matrix and determining a personalized bit allocation strategy from the constructed training sets for each image. It should be pointed out, however, that this paper does not focus on the feature extraction procedure.

III. DISTANCE METRIC LEARNING FOR MANIPULATION CLASSIFICATION

The tamper detection task is reformulated as a new supervised manipulation classification problem in this paper. And, a novel distance metric learning algorithm named weighted large margin for manipulation classification (WLMMC), is proposed to learn an effective mapping space from the two training sets in which content-changing and content-preserving samples are mapped farther apart. Finally, a novel supervised personalized quantization strategy (SPQ) is proposed to learn compact binary codes based on the statistical discrimination distribution of all dimensions.

The remainder of this paper is organized as follows. Section II overviews the framework of the proposed scheme. The proposed WLMMC scheme is described in Section III, which is followed by the supervised personalized quantization in Section IV. Section V presents the performance analysis and experimental results. Finally, the conclusions and future works are given in Section VI.

II. OVERVIEW OF THE FRAMEWORK

The proposed framework for personalized authentication is illustrated in Fig.1(b). Firstly, for each input original image, two training sets consisting of attacked samples generated through content-changing and content-preserving operations are constructed automatically. Secondly, elaborated feature representations of all attacked samples can be obtained by existing feature extraction methods. Thirdly, a novel distance metric learning algorithm, termed weighted large margin for manipulation classification (WLMMC), is proposed to learn an effective mapping space from the two training sets in which content-changing and content-preserving samples are mapped farther apart. Finally, a novel supervised personalized quantization strategy (SPQ) is proposed to learn compact binary codes based on the statistical discrimination distribution of all dimensions.

Compared with traditional hashing based image authentication algorithms as illustrated in Fig.1(a), the differences and advantages of the proposed personalized authentication framework are mainly embodied in the distance metric learning and quantization procedures. The proposed framework dedicates to learn personalized and compact hash codes through learning a distinct metric matrix and determining a personalized bit allocation strategy from the constructed training sets for each image. It should be pointed out, however, that this paper does not focus on the feature extraction procedure.

A. Terminology and Intuition

Given an original image $I_o$ with its feature vector $v_o$, let $S^p = \{v_i\}_{i=1}^n$ and $S^c = \{v_j\}_{j=1}^m$ denote the training set of $n$ labeled content-preserving samples and the training set of $m$ labeled content-changing samples of $I_o$, respectively, where $v_o, v_i, v_j \in \mathbb{R}^d$. The proposed WLMMC seeks to learn a
linear transformation \( L : \mathbb{R}^d \rightarrow \mathbb{R}^d \), which is used to compute squared Mahalanobis distances as

\[
D^p(v_i, v_o) = \|L(v_i - v_o)\|^2_2 = (v_i - v_o)^T M (v_i - v_o) \tag{1}
\]

\[
D^c(v_j, v_o) = \|L(v_j - v_o)\|^2_2 = (v_j - v_o)^T M (v_j - v_o) \tag{2}
\]

where \( D^p(v_i, v_o) \) denotes the squared Mahalanobis distances between the original image \( v_o \) and its content-preserving samples \( v_i \), \( D^c(v_j, v_o) \) denotes the squared Mahalanobis distances between the original image \( v_o \) and its content-changing samples \( v_j \), \( M = L^T L \) is a symmetric positive definite matrix \((M \succeq 0)\).

The intuition of WLMMC is that, for an original image \( I_o \), its manipulated versions with different labels should be widely separated so that it’s easy to distinguish content-preserving samples from its content-changing samples. The proposed WLMMC aims at learning a Mahalanobis distance metric that keeps content-preserving samples closer to its original image than all content-changing samples by the distance \( \Theta \), i.e. large margin in the new metric space. And, the distance \( \Theta \), which depends on the adopted feature descriptor, is used to set the scale for the linear transformation.

\[
D^c(v_j, v_o) - D^p(v_i, v_o) \geq \Theta \tag{3}
\]

More precisely, the distance \( D(I_r, v_o) \) between the received image \( I_r \) and its original image \( I_o \) should be greater than \( D^p(v_i, v_o) \) if \( I_r \) is inauthentic. Otherwise, \( D(v_i, v_o) \) is expected to be no more than \( D^p(v_i, v_o) \). Fig. 2 shows the idealized scenario where manipulation classification errors in the original feature space are corrected by learning an appropriate metric space.

### B. Loss Function

Ideally, content-preserving samples should be closer to its original image than all content-changing samples in the original feature space. However, due to the limited performance of existing feature extraction methods, some content-changing samples and content-preserving samples are always neighboring in the original feature space, which makes it difficult to distinguish them. And, this can also be demonstrated by the inevitable misjudgments of existing works [4]–[6], [8], [10]. Therefore, how to widen the distance between neighboring samples with different labels is the key to reducing misjudgments.

In order to improve the manipulation classification performance, a WLMMC method that minimizes the following objective function is proposed. The loss function consists of two terms, one which aims to penalize small distances between the original image and its content-changing samples by employing the geometry information of the samples in the feature space, and another which is a regularizer on distance metric \( M \).

\[
\min_{M \succeq 0} \sum_{v_i \in S^p} w_i [\Theta - (D^c(v_{jk}, v_o) - D^p(v_i, v_o))]_+ + \lambda \|M\|_F^2 \tag{4}
\]

where \([z]_+ = \max(z, 0)\) denotes the standard hinge loss which monitors the inequality in Eq.(3), \( \|M\|_F^2 \) is the Frobenius norm of metric \( M \) and stands for the regularizer on the expected output, \( \lambda \) is a non-negative coefficient balancing the two involved terms, and the coefficient \( w_i \) is introduced to adaptively adjust the penalty weight of the hinge loss caused by the invading triples defined in Eq.(3). More precisely, the closer the distance between \( v_i \) and \( v_o \), the bigger the weight \( w_i \). Specifically, \( w_i \) is defined as:

\[
w_i = \frac{D^p(v_i, v_o) - D^c(v_{jk}, v_o) + \Theta}{\sum_{v_j \in S^c} (D^p(v_i, v_o) - D^c(v_{jk}, v_o) + \Theta)} \tag{5}
\]

where

\[
j_k = \arg \min_{v_j \in S^c} D^c(v_j, v_o) \tag{6}
\]

and

\[
\sum_{i=1}^{n} w_i = 1 \tag{7}
\]

That is to say, for the original image \( v_o \) and its content-preserving samples \( v_i \), if the nearest content-changing sample \( v_{jk} \) satisfies the inequality in Eq.(3), all other content-changing samples would follow such inequality relation too.

### C. Convex Optimization

To improve the computational efficiency, the optimization of Eq. (4) can be reformulated as an instance of semi-definite programming (SDP). A SDP problem is a linear program that incorporates an additional constraint on a symmetric matrix whose elements are linear in the unknown variables. According to [27], [29], by introducing slack variables \( \xi_i \) to simplify the hinge loss in Eq.(4), the resulting SDP is given by:

\[
\begin{align}
\text{Minimize} & \sum_{v_i \in S^p} \xi_i + \lambda \|M\|_F^2 \\
\text{subject to :} & \quad D^c(v_{jk}, v_o) - D^p(v_i, v_o) \geq \Theta - \xi_i, \\
& \quad \forall v_i \in S^p, \forall v_j \in S^c, \xi_i \geq 0, \\
& \quad M \succeq 0,
\end{align} \tag{8}
\]

where \( M \succeq 0 \) indicates that matrix \( M \) is required to be positive semi-definite, and the linear transformation matrix \( L \) can be calculated by matrix decomposition of \( M \).

The proposed WLMMC method can be solved based on the sub-gradient descent method [29]. Let \( v_{j,o} = (v_j - v_o)(v_j - v_o)^T \), \( v_{i,o} = (v_i - v_o)(v_i - v_o)^T \), the squared WLMMC distance corresponding to \( M_i \) generated in the \( t \)-th iteration can be defined as:

\[
D^c_{t_i}(v_{j,o}) = Tr(M_i v_{j,o}) \tag{9}
\]

\[
D^p_{t_i}(v_{j,o}) = Tr(M_i v_{j,o}) \tag{10}
\]

where \( Tr(X) \) is the trace of matrix \( X \). Therefore, the objective function of Eq. (4) can be rewritten as follows:

\[
\Gamma(M_t) = \sum_{v_i \in S^p} w_i [\Theta - (Tr(M_t v_{jk,o}) - Tr(M_t v_{i,o}))]_+ + \lambda \|M_t\|_F^2 \tag{11}
\]
where \( w_t \) is the penalty weight at iteration \( t \). The gradient of \( \Gamma(M_t) \) with respect to \( M \) at iteration \( t \) is described as follows:

\[
\frac{\partial \Gamma(M_t)}{\partial M_t} = \sum_{i \in S^p} \left[ \xi_{ij} + (v_{i,o} - v_{j,o}) + 2\lambda M_{ij} \right]
\]

\[
\xi_{ij} = w_t \Theta - (Tr(M_t v_{ij,o}) - Tr(M_t v_{ij,o}))
\]

where \( \xi_{ij} = 1 \) if \( \xi_{ij} > 0 \), else \( \xi_{ij} = 0 \).

The details of the gradient method are presented in Algorithm 1.

### Algorithm 1: Weighted Large Margin for Manipulation Classification (WLMCC)

**Input:** Data sets \( S^p = \{(v_i, y_i)\}_{i=1}^{n_p} \), \( S^c = \{(v_j, y_j)\}_{j=1}^{n_c} \), \( \lambda \), \( \Theta \), step parameter \( \zeta \).

**Output:** \( L, M \).

1. **Initialization:** \( M_0 \);
2. **repeat**
   3. Compute the gradient \( \frac{\partial \Gamma(M_t)}{\partial M_t} \) by Eq. (12) based on \( M_t \);
   4. Calculate \( M_{t+1} = M_t + \zeta \frac{\partial \Gamma(M_t)}{\partial M_t} \);
   5. Do eigenvalue decomposition on \( M_{t+1} \) to obtain \( U \) and \( \Sigma_+ \), where \( U \) is an orthogonal unit matrix which makes \( \Sigma = U^T M_{t+1} U \) diagonal, and \( \Sigma_+ = \text{abs} (\Sigma) \);
   6. \( M_{t+1} = U \Sigma_+ U^T \), \( L_{t+1} = (U \sqrt{\text{diag} (\Sigma_+)})^T \);
3. **until** Convergence;

**IV. SUPERVISED PERSONALIZED QUANTIZATION**

A novel supervised personalized quantization strategy (SPQ) is proposed to learn binary codes for the original image in this section, as illustrated in Fig. 3. The proposed SPQ algorithm is motivated by the observation that different attacks have various degrees of influence on feature components of different images even with the same feature representation method.

Given \( \bar{v}_o \), \( \bar{v}_t \), \( \bar{v}_j \in \mathbb{R}^d \) be the feature vectors of \( v_o \), \( v_t \) and \( v_j \) in the transformed metric space, respectively, the goal is to learn compact, yet discriminative binary hash codes that encode the original image \( I_o \) into \( L \)-length hash codes \( H \in \{0,1\}^L \), which show sensitivity to content-changing attacks and robustness against content-preserving operations. The proposed SPQ procedure can be divided into two phases: supervised dimension selection and bit allocation as well as supervised quantization.

**A. Supervised Dimension Selection**

Firstly, normalized distance histograms are created to describe the overall intensity distribution of distances between the original image and its manipulated samples in each dimension \( l \) (\( 1 \leq l \leq d \)). Let \( d_{il,o} = |\bar{v}_i(l) - \bar{v}_o(l)| \) denote the distance between \( \bar{v}_i \) and \( \bar{v}_o \) in the \( l \)-th dimension, as well as \( d_{il,j} = |\bar{v}_j(l) - \bar{v}_o(l)| \) be the distance between \( \bar{v}_j \) and \( \bar{v}_o \) in the \( l \)-th dimension too. Given the content-preserving sample set \( S^p(\bar{v}_i \in S^p) \) and content-changing sample set \( S^c(\bar{v}_j \in S^c) \), two distance sets \( S^p = \{d_{il,o}\}_{i=1}^{n_p} \) and \( S^c = \{d_{il,j}\}_{i=1}^{n_c} \) can be calculated for each dimension \( l \). Then, two normalized distance histograms \( H^p_l \) and \( H^c_l \) over the same domain \( X \) are generated, respectively, where the \( x \)-axis shows the distance values ranging from \( d_{min} \) to \( d_{max} \), the \( y \)-axis corresponds to normalized count of distance values. And, the number of subdivisions in \( x \)-axis is set to \( n_o \).

\[
d_{min} = \min (\min (S^p_l), \min (S^c_l)) \tag{13}
\]

\[
d_{max} = \max (\max (S^p_l), \max (S^c_l)) \tag{14}
\]

\[
X^l(k) = d_{min} \frac{k}{n_b} + \frac{d_{max} - d_{min}}{n_b}, k \in [0, n_b] \tag{15}
\]

Secondly, the Bhattacharyya distance \( D_B^l \) is employed to measure the histogram distance between \( H^p_l \) and \( H^c_l \) of the \( l \)-th dimension:

\[
D_B^l(H^p_l, H^c_l) = -\ln (BC(H^p_l, H^c_l)) \tag{16}
\]

where

\[
BC(H^p_l, H^c_l) = \sum_{x \in X^l} \sqrt{H^p_l(x)H^c_l(x)} \tag{17}
\]

is the Bhattacharyya coefficient for discrete probability distributions, \( 0 \leq BC \leq 1, 0 \leq D_B^l \leq \infty \). It should be noted that, in essence, the histogram distance \( D_B^l \) also indicates the classification performance between content-preserving samples and content-changing samples in each dimension \( l \). The greater the \( D_B^l \), the better the classification performance.

Finally, \( L(1 \leq L \leq d) \) discriminative dimensions are selected according to the Bhattacharyya distance of each dimension via a quantization template \( T \in \mathbb{R}^d \). The hash length
\( L \) is determined by the compression rate \( \delta \) which indicates the percentage of dimensions that need to be reserved.

\[
L = \lfloor d \times \delta \rfloor
\]  

(18)

All dimensions are first arranged in descending order according to their Bhattacharyya distances. Then, the top \( L \) dimensions are chosen as required and the quantization template \( T(i) \) is set to be 1 if the \( i \)-th dimension is selected, otherwise, \( T(i) \) is set to -1. One bit is allocated to each reserved dimension in this paper.

With the supervised dimension selection strategy discussed above, the final hash length \( L \) can vary from 1 to \( d \) on demand, since the proposed method is capable of allocating zero bit to undiscriminating dimensions.

B. Supervised Quantization

\( L \) selected dimensions are quantized into a \( L \)-length binary string \( H \) by thresholding. Firstly, for the \( l \)-th dimension of \( \tilde{v}_o \), a threshold \( \theta_l \) is defined if this dimension is selected (\( T(l) = 1 \)):

\[
\theta_l = \arg \min_{\theta_l \in \mathcal{X}^l} \left( \sum_{\tilde{v}_i \in S^p} f(\tilde{v}_l(l), \theta_l) + \sum_{\tilde{v}_j \in S^c} f(\theta_l, \tilde{v}_j(l)) \right)
\]  

(19)

where

\[
f(a, b) = \begin{cases} 1, & a > b \\ 0, & a \leq b \end{cases}
\]  

(20)

Then, \( T(l) \) is updated by \( \theta_l \). After that, the real-value of \( \tilde{v}_o(l) \) is quantized by thresholding. More specifically, \( h(l) = 1 \) if \( \tilde{v}_o(l) \geq \theta_l \). Otherwise, \( h(l) = -1 \). Consequently, \( L \) bits are collected and form the final hash codes \( H \).

In summary, the proposed SPQ approach is summarized in Algorithm 2.

```
Algorithm 2: Supervised Personalized Quantization (SPQ)

Input: Original image \( \tilde{v}_o \), content-preserving samples \( \{\tilde{v}_i\}_{i=1}^n \), content-changing samples \( \{\tilde{v}_j\}_{j=1}^m \), compression rate \( \delta \), \( \tilde{v}_o, \tilde{v}_i, \tilde{v}_j \in \mathbb{R}^d \).
Output: Quantization template \( T \in \mathbb{R}^d \), \( L \)-length hash codes \( H \).

1 for \( l = 1 \) to \( d \) do
2 Calculate two distance sets \( S^p_l = \{d^l_{io}\}_{i=1}^n \) and \( S^c_l = \{d^l_{jo}\}_{j=1}^m \) in the \( l \)-th dimension of all samples, respectively, where \( d^l_{io} = |\tilde{v}_i(l) - \tilde{v}_o(l)| \), \( d^l_{jo} = |\tilde{v}_j(l) - \tilde{v}_o(l)| \);
3 Calculate two normalized distance histograms \( H^p_l \) and \( H^c_l \) over the same domain with respect to \( S^p_l \) and \( S^c_l \), respectively;
4 Calculate the Bhattacharyya distance \( D^p_l \) between \( H^p_l \) and \( H^c_l \);
5 end
6 Arrange all \( d \) dimensions in descending order according to their Bhattacharyya distances;
7 Select the top \( L = \lfloor d \times \delta \rfloor \) dimensions on the basis of the compression rate \( \delta \);
8 Calculate the threshold \( \theta_l \) if the \( l \)-th dimension is selected, and let \( T(l) = \theta_l \), otherwise \( T(l) = -1 \);
9 Get final hash codes \( H \) of the original image \( \tilde{v}_o \) by thresholding according to the quantization template \( T \).
```

Fig. 4. Some typical images of UCID. The first image with red boxes is selected as the benchmark image in the experiment.

V. EXPERIMENTAL RESULTS AND PERFORMANCE ANALYSIS

In this section, the performance of proposed WLMMC is evaluated firstly. Then, performance comparisons with regard to robustness, sensitivity and discrimination between traditional image hashing algorithms and the proposed personalized framework are conducted.

It must be emphasized again that the proposed personalized framework is designed to combine with feature extraction methods of existing image hashing schemes, and further enhance their authentication performance. The feature extraction method used in the experiments are the Ring Partition (RP) based descriptor [6], and the Tensor Decomposition (TD) based descriptor [10]. The total dimensions of feature vectors of RP based descriptor and TD based descriptor are 160 and 96, respectively. Parameters for WLMMC are \( \Theta = 10, \xi = 10^{-3} \) for the RP based descriptor; \( \Theta = 0.1, \xi = 10^{-6} \) for the TD based descriptor; and \( \lambda = 0.1 \). The source codes will be publicly available at: https://zhiyongsu.github.io.

A. Dataset

To evaluate the performance of the proposed framework, 100 color images of various sizes from the UCID [30] image database are selected and tested in experiments. Some typical images are shown in Fig.4. And, for the space limitation, the first image is selected as the benchmark image in this paper. The normalized image size is 512 × 512.

For each original image, two kinds of datasets, named training dataset and test dataset, are automatically constructed, respectively. The training dataset is employed to learn the distance metric \( L \) and the quantization template \( T \) for each original image. The test dataset is used for the performance evaluation. Each kind of datasets consists of two subsets: content-preserving samples and content-changing samples. The adopted content-changing and content-preserving operations as well as their parameter values are given in Table I and Table II, respectively. Note that the training dataset and test dataset are generated exactly in the same way but with totally different parameter values. In order to enhance
the classification performance, more content-changing and content-preserving operations are encouraged to be involved and employed to enrich training samples in practice. Thus, for each original image, 112 content-preserving samples and 56 content-changing samples are produced in the test dataset, respectively.

It should be noticed that it is impossible to cover all kinds of image operations, especially content-changing manipulations, in the training and learning procedure, as the means and approaches for image content tampering are various and diversified. However, this paper focus on improving the authentication performance of existing algorithms based on their own feature extraction methods. Therefore, like existing image authentication algorithms [4]–[6], [8], [10], a limited number of content-changing and content-preserving operations discussed above are employed to generate training samples in this paper. And, the superiority of the personalized framework will be proved through experiments under the same conditions, i.e., test images and image operations.

B. Performance Criteria

- The normalized hamming distance (NHD) is taken to measure similarity of two image hashes in this paper.

\[
d_{H}(H_1, H_2) = \frac{1}{L} \sum_{i=1}^{L} |h_1(i) - h_2(i)|
\]  

(21)

where \(h_1(i)\) and \(h_2(l)\) are the \(l\)-th elements of \(H_1\) and \(H_2\), respectively.

- The normalized distance histogram is adopted to describe the overall intensity distribution of distances (e.g., Euclidean distance, and NHD), as introduced in Section IV-A.

- The Bhattacharyya distance is then employed to evaluate the classification performance through measuring the distance between two normalized distance histograms. The greater the Bhattacharyya distance, the better the classification performance.

Note that performance evaluations of image hashing schemes are always conducted under different thresholds [1]–[8], [10]. Given a specified distance metric (e.g., NHD), two input images are judged as visually identical images if their distance is smaller than a given threshold. Otherwise, they are different images or one is a tampered version of the other. Therefore, experiments will focus on illustrating how the proposed framework facilitates the choice of thresholds and further alleviates the misjudgment as well as enhances the authentication performance.

C. WLMMC Performance Analysis

The WLMMC is designed to enhance the manipulation classification performance of existing feature extraction methods in the learned metric space. The RP based descriptor and TD based descriptor are employed as the feature extraction methods in this section. For each descriptor, the distance metric matrix \(L\) of each original image is firstly learned through the WLMMC scheme based on the training dataset. Then, for each original image, RP based descriptors (RP without WLMMC) and TD based descriptors (TD without WLMMC) of all its attacked samples in the test dataset are extracted in their original feature space. After that, the distance metric matrix, which is learned from the training dataset, is employed to generate the corresponding transformed feature descriptors, named RP with WLMMC and TD with WLMMC, in the metric space for each sample, respectively. The overall classification performance of WLMMC is evaluated from two aspects of dimensions and samples.

1) Classification Performance on Dimensions: To evaluate the classification performance on each dimension \(l\), for each original image, the Euclidean distance \(d_{1,o}\) between \(\hat{v}_i\) and \(\hat{v}_o\) in the \(l\)-th dimension of all its content-preserving samples, as well as the Euclidean distance \(d_{j,o}^{'}\) between \(\hat{v}_j\) and \(\hat{v}_o\)
in the $l$-th dimension of all its content-changing samples are calculated in the metric space, respectively. Then, two distance histograms $H_p^l$ and $H_e^l$ are created to represent the distance distribution of $\{d_{i,o}^l\}_{i=1}^n$ and $\{d_{j,o}^l\}_{j=1}^n$, respectively. Finally, the Bhattacharyya distance is employed to measure the distance between $H_p^l$ and $H_e^l$ of each dimension $l$ in the transformed metric space. For comparison, the Bhattacharyya distance of each dimension $l$ in the original feature space is also calculated according to the above method.

For the space limitation, Fig. 5 shows the comparisons of Bhattacharyya distances of each dimension of the benchmark image under different feature representations. The $x$-axis is the index of feature dimensions, and the $y$-axis is the Bhattacharyya distance. It can be seen from the results that the Bhattacharyya distances of almost all of the dimensions become larger because of the introducing of the WLMMC scheme. As discussed in Section IV-A, the greater the Bhattacharyya distance, the better the classification performance between content-changing samples and content-preserving samples. Therefore, the proposed WLMMC algorithm can significantly improve the manipulation classification performance of most of the dimensions in the learned metric space.

2) Classification Performance on Samples: To validate the classification performance on samples, for each original image $\tilde{v}_o$, the Euclidean distances $D_p^c(\tilde{v}_1, \tilde{v}_o)$ between $\tilde{v}_1$ and $\tilde{v}_o$, as well as the Euclidean distance $D_e^c(\tilde{v}_1, \tilde{v}_o)$ between $\tilde{v}_1$ and $\tilde{v}_o$ are computed firstly in the transformed metric space, respectively. Then, two distance histograms $H_p$ and $H_e$ are created to represent the distance distribution of $\{D_p^c(\tilde{v}_1, \tilde{v}_o)\}_{i=1}^n$ and $\{D_e^c(\tilde{v}_1, \tilde{v}_o)\}_{j=1}^n$, respectively. Finally, the Bhattacharyya distance between $H_p$ and $H_e$ is derived. For performance comparison, the Bhattacharyya distance of each original image in the original feature space is also calculated without the using of WLMMC algorithm.

Fig. 6 presents the distribution of Euclidean distance intensities of all content-changing samples and content-preserving samples of the benchmark image with and without the WLMMC algorithm respectively, where the $x$-axis is the Euclidean distance, and the $y$-axis is the frequency. As revealed in many previous works [7], [8], [10], the overlapping regions between the distance distribution of content-preserving samples and content-changing samples (or different images) always exist for every feature extraction (or hashing) method. Furthermore, the samples in the overlapping interval will be inevitably misclassified. However, it is observed that the number of samples in the overlapping regions decreases greatly because of the involving of WLMMC, as shown in Fig. 6.

Fig. 7 shows the comparisons of Bhattacharyya distances of all test images with and without the WLMMC algorithm, where the $x$-axis is the index of the test images, and the $y$-axis is the Bhattacharyya distance. For each test image, its Bhattacharyya distance reflects the discriminability between its content-changing samples and content-preserving samples. It can be seen that, Bhattacharyya distances of almost all of the test images increase in different extent, which indicates that the proposed WLMMC algorithm can significantly improve the classification performance between content-preserving samples and content-changing samples for each original image in the feature space.
D. Performance Comparisons

In essence, the authentication performance of image hashing schemes mainly depends on its feature extraction and representation method. The superiority of the proposed framework mainly embodies in improving the classification performance of existing image hashing algorithms on the basis of their own feature extraction methods. For the space limitation, the proposed personalized framework is compared with the state-of-the-art TD hashing algorithm to show advantages [10]. The parameter settings of the compared hashing algorithm are the same with those reported in the original paper. WS-TD hashing in the experiments refers to the proposed framework which couples with the TD based descriptor [10]. The distance metric matrix $L$ and quantization template $T$ of each original image is firstly learned through the WS-TD hashing based on the training dataset. Then, performance comparisons are carried out on the test dataset.

1) Robustness and Sensitivity: 100 × 112 = 11200 pairs of content-preserving samples are used for robustness validation, and 100 × 56 = 5600 pairs of content-changing samples are used for sensitivity evaluation. Image hashes of each pair of content-preserving samples are extracted by TD hashing and WS-TD hashing, respectively. The WS-TD hashing algorithm adopts four different compression rates ($\delta = 1.0, 0.75, 0.5, 0.25$) to generate hash codes, respectively. Specifically, for each original image $\tilde{v}_o$, its binary hash codes $H$, distance metric matrix $L$, and quantization template $T$ are firstly generated through the proposed WLMMC and SPQ schemes based on the training dataset. Then, the binary hash codes of all its attacked samples in the test dataset are calculated with the same distance metric matrix $L$ and quantization template $T$. After that, the NHD $D_h^c(\tilde{v}_i, \tilde{v}_o)$ between the test image $\tilde{v}_o$ and its content-preserving samples $\tilde{v}_i$, as well as the NHD $D_h^c(\tilde{v}_j, \tilde{v}_o)$ between the test image $\tilde{v}_o$ and its content-changing samples $\tilde{v}_j$ are calculated, respectively. Two distance histograms $H_p$ and $H_c$ are created to represent the distribution of the distance intensities of $\{D_h^c(\tilde{v}_i, \tilde{v}_o)\}^{n_i}_{i=1}$ and $\{D_h^c(\tilde{v}_j, \tilde{v}_o)\}^{n_j}_{j=1}$, respectively. Finally, the Bhattacharyya distance between $H_p$ and $H_c$ is calculated.

Fig.8 shows the NHDs distribution of all content-changing samples and content-preserving samples of the benchmark image with three different compression rates. Fig.9 also presents the NHDs distribution of all content-changing samples and content-preserving samples of all test images. Ideally, the NHDs between the test image and its content-preserving samples should be close to 0, while the NHDs between the test image and its content-changing samples should be close to 1. Moreover, the smaller the number of samples in the overlapping regions between the distance distribution of content-preserving samples and content-changing samples, the better the classification performance. It is observed that the overlapping regions between the NHDs distribution of content-preserving images and content-changing images always exist for all hashing algorithms. However, the number of samples in the overlapping interval of WS-TD hashing is smaller than those in the overlapping intervals of TD hashing. The most important thing is that the number of content-changing samples whose NHDs are close to 0, as well as the number of content-preserving samples whose NHDs are close to 1, significantly decrease as shown in Fig.9 (b)-(d). Meanwhile, the proposed framework can yield better classification performance under higher compression rates.

Fig.10 gives comparisons of Bhattacharyya distances of NHDs of all test images under different compression rates $\delta$, where the $x$-axis is the index of test images, and the $y$-axis is Bhattacharyya distances. For each test image, its Bhattacharyya distance measures the distance between its...
content-changing samples’ NHDs histogram and its content-preserving samples’ NHDs histogram. And, it also reflects the discriminability between content-changing samples and content-preserving samples. It is observed that the Bhattacharyya distances of all test images increase in the hash space, which demonstrates that the proposed WLMMC and SPQ algorithms can significantly improve the classification performance between content-preserving and content-changing samples. Furthermore, it can be seen from the results that the proposed SPQ algorithm can get higher compression rates while yield a comparable classification performance.

The receiver operating characteristics (ROC) graph is also employed to make visual classification comparisons with respect to robustness and sensitivity. The false negative rate (FN) \( R_{\text{FNR}} \) and false positive rate (FP) \( R_{\text{FPR}} \) are defined as follows [4]:

\[
R_{\text{FNR}} = \frac{N_{\text{tampered}} - N_{\text{authenticTampered}}}{N_{\text{authenticTampered}}} \quad (22)
\]

\[
R_{\text{FPR}} = \frac{N_{\text{tampered}} - N_{\text{identical}}}{N_{\text{identical}}} \quad (23)
\]

where \( N_{\text{tampered}} \) is the number of tampered images detected as authentic, \( N_{\text{tampered}} \) is the total number of tampered images, \( N_{\text{authenticTampered}} \) is the number of authentic images detected as tampered, and \( N_{\text{identical}} \) is the total number of pairs of visually identical images.

Fig.11 presents the ROC curve comparisons between the state-of-the-art TD hashing and WS-TD hashing algorithms with different compression rates. It is observed that the ROC curves of the WS-TD hashing schemes are all much closer to the left-bottom corner than the TD hashing. This means that the WS-TD hashing is superior to the compared TD hashing in classification between robustness and sensitivity.

2) Discrimination: \( 100 \times (100 - 1)/2 = 4950 \) pairs of different images are used for discrimination testing. For each original image, also named the reference image, its hash codes, the distance metric matrix \( L \), and four quantization templates \( T \) are firstly generated through the WS-TD hashing under four different compression rates \( (\delta = 1.0, 0.75, 0.5, 0.25) \) based on the training dataset. Then, the hash codes of all of the other 99 test images are generated through the same \( L \) and \( T \) of the reference image. Finlay, the NHDs between each reference image and the other 99 test images are calculated. Consequently, \( 100 \times (100 - 1)/2 = 4950 \) NHDs are generated for each compression rate.

Fig.12 gives the comparisons of NHDs of all pairs of different images under different compression rates, where the \( x \)-axis is the index of test images, and the \( y \)-axis is the NHD. Table III also shows the statics of NHDs under different compression rates. The results of TD hashing are consistent with the conclusions reported in the original paper [10]. Note that discrimination performance evaluations of image hashing schemes are always conducted based on given thresholds [1]–[8], [10]. Given a specified distance metric (e.g., NHD), two input images are judged as visually identical images if their distance is smaller than a given threshold. Otherwise, they are different images. As shown in the Fig.12 and Table III, for each test image, the WS-TD hashing achieves better NHDs distribution than the TD hashing, even though the compression rate \( \delta \) is set to 0.25. Meanwhile, the discriminability of the WS-TD hashing keeps nearly the same while the compression rate decreases dramatically. Therefore, the proposed framework can hold better discriminable capability while achieve more compact hash codes.

The ROC graph is also exploited to make visual classification comparisons with respect to robustness and discrimination. The true positive rate (TPR) \( P_{\text{TPR}} \) and false positive rate (FPR) \( P_{\text{FPR}} \) are first defined:

\[
P_{\text{TPR}} = \frac{N_{\text{similar}}}{N_{\text{identical}}} \quad (24)
\]

\[
P_{\text{FPR}} = \frac{N_{\text{distinct}}}{N_{\text{different}}} \quad (25)
\]
This paper proposes a novel and effective personalized image authentication framework, which can make full use of feature extraction methods of existing image hashing schemes. The core technologies of the personalized framework are WLMMC and SPQ. The proposed WLMMC scheme seeks to learn an effective feature mapping space for each original image from its training samples to improve the classification performance between content-changing samples and content-preserving samples before the quantization stage. The proposed SPQ algorithm applies a supervised personalized quantization strategy for each image, taking the discriminability in each dimension into consideration. Compared with the state-of-the-art methods, the proposed personalized authentication framework can achieve better authentication performance while learn more compact binary codes. Besides, the proposed framework can also alleviate the discussed misjudgments and out-of-sample problems plagued existing methods. It is believed that the proposed personalized framework may serve as an alternative approach to the image authentication problem.

VI. CONCLUSIONS

E. Limitations

The proposed framework can significantly enhance the authentication performance because of the introducing of the distance metric learning technology as well as the supervised personalized quantization strategy, on the basis of the feature extraction methods of previous works. However, it may suffer from the computational complexity and transmission overhead, compared with conventional authentication algorithms.

In terms of computational complexity, for each original image, two kinds of training sets should be generated automatically firstly. Then, the metric matrix as well as the quantization template should be learned and determined from the training samples. In terms of transmission overhead, the learned metric matrix $L$ and quantization template $T$ should be kept and transmitted for each image.
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